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1. Introduction

In this article we explore the asymptotic properties of automatic selection strategies like the popular AIC criterion (Akaike, 1973) applied to survival analysis models.

2. Asymptotic efficiency of AIC in frailty models

The generalized frailty model written equivalently as a transformation model is given by
\[ g(S(t/X)) = \log \left\{ G^{-1}(-\log (S(t/X))) \right\} = \lambda(t) + X'a, \]
where \( G \) is a known, strictly increasing, and concave function with \( G(0) = 0 \) and \( G(\infty) = \infty \) (Vonta, 1996), \( S(t/X) \) is the marginal survival function, \( X \) the \( p \)-dimensional vector of covariates, \( a \) the \( p \)-dimensional vector of parameters, \( \lambda(t) = \log(\Lambda(t)) \) a strictly increasing function, and \( \Lambda(t) \) the baseline cumulative hazard function. Special cases of the above model are the proportional hazards model \( \log[-\log(S(t/X))] = \lambda(t) + X'a \) and the proportional odds model \( \text{logit}(S(t/X)) = \lambda(t) + X'a \). Note that all these models are equivalent to the linear model
\[ \lambda(T) = -X'a + \varepsilon, \]
where \( \varepsilon \) has a continuous distribution with distribution function \( F \), mean \( \mu \), and variance \( \sigma^2 \).

For the consistency of the order \( \hat{j} \equiv \hat{j}_n \) selected by AIC the following result holds which verifies the so called superconsistency of AIC.

THEOREM 1. Under the assumption that the distribution function \( F \) is Normal, we have that (i) \( P[\lim_n \hat{j}_n > p] = 1 \), (ii) \( E(\lim_n \hat{j}_n) > p \) and (iii) \( E(AIC(\lim_n \hat{j}_n)) < E(AIC(p)) \).

For the asymptotic efficiency of the order selected by AIC we turn now to the models given by (1) for which the baseline hazards function is specified up to a finite dimensional nuisance parameter. Assume that the true process is of infinite order (Shibata, 1980) and attempt a finite approximation so that the MSE of prediction is the smallest possible. Adopting this assumption we redefine \( X \) and \( a \) as follows: \( X' = (X_1, X_2, \ldots) \) and \( a' = (a_1, a_2, \ldots) \). Then, we
fit to the data a model with \( j \) regressors such that the vector of the parameters of the fitted model \( a(j) \) is the projection of \( \alpha \) onto the subspace \( V(j) = \{ c : c(j) = (c_1(j), \ldots, c_j(j), 0, \ldots) \} \). Then, the fitted model takes the form \( \lambda(T) = -X'a(j) + \varepsilon(j) \). Let also \( \hat{a}(j) \) be the LSE of \( a(j) \) and \( M_j = X'(j)X(j) \) the \( j \times j \) sample covariance matrix where \( X(j) = (X_1, X_2, \ldots, X_j)' \).

For the asymptotic efficiency, we require the minimization of the MSE, namely

\[
c(j) = \left\{ \| \hat{a}(j) - a \|^2_{M_j} + n\sigma^2 \right\} - n\sigma^2 = \| \hat{a}(j) - a \|^2_{M_j},
\]

where \( \| u \|^2_B = B'uB \) and \( \| A \|^2_B = B'AB \) for a vector \( u \) and matrices \( A \) and \( B \). In particular we show that, if \( L_n(j) = E\| \hat{a}(j) - a \|^2_{M_j} = E(c(j)) \) and \( L_n(j^*) = \min_{1 \leq j \leq K} L_n(j) \) where \( K \) a preassigned upper bound for the range for which \( j \) is selected, then \( L_n(j^*) \) is the lower bound for the MSE which is attained by the order selected by AIC. In general, an order \( \hat{j} \) is called asymptotically efficient if \( c(\hat{j})/L_n(j^*) \overset{P}{\to} 1 \). The following Theorem the proof of which is based on a result by Lee and Karagrigoriou (2001), summarizes the above results.

**THEOREM 2.** Assume the linear transformation model (1) where \( \{ \varepsilon_j \} \) the sequence of errors has a distribution function \( F \) with \( E(\varepsilon_j)^4 < \infty \). Then, under assumptions A1–A5, the order \( \hat{j} \) selected by AIC is asymptotically efficient, namely \( c(\hat{j})/L_n(j^*) \overset{P}{\to} 1 \).

3. Discussion

The main purpose of this article is to attract attention to the automatic selection strategies which seem to provide a legitimate approach to survival analysis modeling.

REFERENCES


RESUME

Cet article explore les propriétés asymptotiques des stratégies automatiques comme le critère information populaire d’Akaïke (AIC, Akaïke, 1973) qui s’adresse aux modèles de l’analyse survivante. L’objectif principal de cet article est d’attirer l’attention aux stratégies automatiques qui pourraient une approche légitime aux modèles de l’analyse survivante due à leurs propriétés asymptotiques.