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Abstract

Stein-rule and other improved estimators have scarcely been used in empirical work. One major reason is that it is not easy to obtain precision measures for these estimators. In this paper, we derive unbiased estimators for both the mean squared error (MSE) and the scaled MSE matrices of a class of Stein-type estimators. Our derivation provides the basis for measuring the estimators’ precision and constructing confidence bands. Comparisons are made between these MSE estimators and the least squares covariance estimator. For illustration, the methodology is applied to data on energy consumption.
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1. Introduction

The past few decades have seen the emergence of a large body of literature that concentrates on estimators that fall outside the tradition of unbiased estimation. Much of this is attributed to the seminal articles of Stein (1956) and James and Stein (1961), who demonstrated that the normal sample mean is inadmissible and uniformly dominated by the so-called Stein-rule (SR) estimator in terms of quadratic risk provided that the dimension is at least three. Stein’s finding astounded the statistics profession when it was first published and subsequently opened up a new stream of research dedicated to obtain improved estimators over the traditional rules. Following the publication of James and Stein’s results, many authors have proposed other classes of improved estimators for other loss functions, distributional assumptions and model specifications; in fact, some of the proposed estimators dominate the SR estimator, too (Baranchik, 1964, Stein, 1966, Berry, 1994). Hoffmann (2000), in a review article, suggested that the list of participants in this line of research reads like a “Who’s who” in modern 20th century statistics.

While Stein’s finding is undoubtedly one of the most important results in modern statistical decision theory, it is also fair to say that the idea of Stein-rule has not really found its place in the applied statistics literature and the technique is vastly underutilized in applied work. A major drawback of the SR technique is that it is not straightforward to obtain a precision measure for the estimates. In consequence, Stein-type estimators cannot readily be used for the construction of confidence intervals or in hypothesis testing. One way to tackle this question is to carry out inference based on variance structure of a more conventional estimator, say, the ordinary least squares (OLS) estimator, with the Stein-type estimate replacing the least squares estimate. Clearly, given that the variance of the Stein-type estimator generally differs from that of the OLS estimator, inferences made in this way will inevitably be misleading. Another approach is to estimate the mean squared error (MSE)
of the estimator directly and use the estimated MSE as the estimator’s precision. Carter et al. (1990) derived an unbiased estimator of the MSE of the SR estimator in a normal linear regression model and used it to form confidence ellipsoids for the regression coefficients. They found that the resulting confidence set has a smaller expected squared volume than both the standard OLS confidence set and that based on the SR point estimator together with the OLS estimated covariance matrix.

In this paper we take an approach similar to the one developed in Carter et al. (1990). But unlike Carter et al. (1990), who focused solely on the SR estimator, we generalize the analysis to a wider family of improved estimators that includes the SR estimator, the double k-class (KK) estimator (Ullah and Ullah, 1978), the feasible and adjusted feasible minimum mean squared error (FMMSE and AFMMSE) estimators (Farebrother,1975; Ohtani, 1996a, 1996b) and the new SR estimator (Dasgupta and Sinha, 1999) as special cases. An unbiased estimator of the MSE matrix of this class of Stein-type estimators is derived in Section 2. Section 3 considers the empirical usefulness of the theoretical findings in the context of an energy consumption model discussed in Welsch (1989) and Adkins and Eells (1995). In Section 4, we consider the use of the estimated MSE matrices in the construction of the confidence ellipsoids for the coefficient vector. Section 5 concludes the paper.

2. Unbiased estimation of MSE matrix

To motivate discussion and establish notations, we consider the linear regression model,

\[ y = X\beta + u \quad ; \quad u \sim N(0,\sigma^2I) \quad (2.1) \]

where \( y \) is a \( n \times 1 \) vector of observations on the dependent variable, \( X \) is a non-stochastic \( n \times p \) matrix of full column rank, \( \beta \) is a \( p \times 1 \) vector of regression coefficients and \( u \) is a \( n \times 1 \) vector of disturbances. The least squares estimator of \( \beta \) is \( \hat{b} = (X'X)^{-1}X'y \), which is unbiased with covariance matrix \( \sigma^2(X'X)^{-1} \). This covariance matrix is unbiasedly estimated by \( \hat{V}(b) = \hat{\sigma}^2(X'X)^{-1} \), where \( \hat{\sigma}^2 = \hat{\sigma}^2 / v \), \( \hat{\sigma} = (y - X\hat{b})(y - X\hat{b}) \) and \( v = n - p \). Now, consider the class of estimators:

\[ \hat{\beta} = \left( 1 - \frac{r(F)}{F} \right) b, \quad (2.2) \]

where \( F = b'X'Xb / \hat{\sigma} \) and \( r(F) \) is a function of \( F \). Some specific forms of \( r(F) \) lead to the following estimators:

- \( r(F) = 0 \) - the OLS estimator; \( (2.3) \)
- \( r(F) = k, \quad 0 < k < 2(p - 2)/(n - p + 2) \) - the SR estimator; \( (2.4) \)
- \( r(F) = \frac{F}{1 + (n - p)F} \) - the FMMSE estimator; \( (2.5) \)
- \( r(F) = \frac{pF}{p + (n - p)F} \) - the AFMMSE estimator; \( (2.6) \)
- \( r(F) = \frac{k_1F}{F + (1-k_2)} \), \( k_1 \) and \( k_2 \) are arbitrary parameters - the KK estimator \( (2.7) \)
The SR estimator has been extensively analyzed in the literature of linear models; see, for example, Judge and Bock (1978). The FMMSE and AFMMSE estimators, due to Farebrother (1975) and Ohtani (1996b) respectively, are both adaptive versions of Theil’s (1971) minimum mean squared error estimator. It is straightforward to show that the AFMMSE estimator is intrinsically identical to the new Stein-rule estimator given in Dasgupta and Sinha (1999). Both the FMMSE and AFMMSE estimators are consistent estimators of \( \hat{\beta} \), but neither estimator has any minimum MSE property. In terms of quadratic risk, neither the FMMSE estimator nor the AFMMSE estimator strictly dominates the other, but the latter estimator is preferred to the former and the SR estimator over a large region of the parameter space (Ohtani, 1996b). Each of these estimators is a version of the KK estimator by varying the values of scalar parameters \( k_1 \) and \( k_2 \) in the latter’s equation. Carter et al. (1993) showed that although there exists a range of \( k_1 \) and \( k_2 \) values such that the resulting KK estimator will dominate both the OLS and SR estimators, this range depends on unknown parameters, as do the values of \( k_1 \) and \( k_2 \) that minimize the KK estimator’s risk. Carter et al. (1993) did suggest, however, that a ‘nearly’ optimal KK estimator by choosing 

\[
\frac{\nu k_2}{p} = \frac{1}{2}, 
\]

Ohtani (2000a) suggested an alternative “ad-hoc” choice by setting 

\[
\frac{\nu k_2}{p} = \frac{1}{2}. 
\]

It has been shown (see, for instance, Baranchik, 1970) that \( \hat{\beta} \) dominates \( b \) in the sense that

\[
E\left[ (\hat{\beta} - \beta)^\prime XX(\hat{\beta} - \beta) \right] < E\left[ (b - \beta)^\prime XX(b - \beta) \right], 
\]

if i) \( p \geq 3, 0 \leq r(F) \leq 2(p - 2)/(v + 2) \) and \( r(F) \) is not always equal to 0 or \( 2(p - 2)/(v + 2) \) and ii) \( r'(F) \geq 0 \). The estimator \( \hat{\beta} \) is biased. An unbiased estimator of the biased vector of \( \hat{\beta} \) is given by,

\[
\hat{B}(\hat{\beta}) = \hat{\beta} - b = -\frac{r(F)}{F}b, 
\]

while an unbiased estimator of the MSE matrix, \( M(\hat{\beta}) \), of \( \hat{\beta} \) is,

\[
\tilde{M}(\hat{\beta}) = s^2 (XX)^{-1} + \left( \frac{\nu s^2}{b'XXb} \right)^2 r^2 \left( \frac{b'XXb}{s^2} \right) bb' - vs^2 \frac{\nu s^2}{b'XXb} \int_0^{1/2} r \left( \frac{b'XXb}{s^2} \right)^{1/2} dt (XX)^{-1} 
\]

\[
-2 \int_0^{1/2} \left[ \frac{\nu s^2 t}{b'XXb} r \left( \frac{b'XXb}{s^2} \right) - \left( \frac{\nu s^2 t}{b'XXb} \right)^2 r \left( \frac{b'XXb}{s^2} \right)^2 \right] dt bb'. 
\]

The proof of (2.10) is given in the Appendix. If \( r(F) \) is a constant as in the case of SR estimator, then (2.10) reduces to the corresponding expression given in Carter et al. (1990). In general, the form of the estimator in (2.10) is not readily computable and requires numerical integration if it is to be calculated. In this case, one alternative is to derive an estimator of the “scaled” MSE of \( \hat{\beta} \), defined as \( M(\hat{\beta})/\sigma^2 \). An unbiased estimator of \( M(\hat{\beta})/\sigma^2 \) is,

\[
\tilde{M}(\hat{\beta}) = \left[ 1 - \frac{2\nu s^2}{b'XXb} r \left( \frac{b'XXb}{s^2} \right)^2 (XX)^{-1} + \frac{\nu s^2 (b'XXb)}{(b'XXb)^2} (v + 2) r^2 \left( \frac{b'XXb}{s^2} \right)^2 + 4 r \left( \frac{b'XXb}{s^2} \right) \right] \tilde{bb}'. 
\]
Details are given in the Appendix. Using (2.11), an alternative “indirect” estimator of \( M(\hat{\beta}) \) is given by,

\[
\hat{M}^* (\hat{\beta}) = s^2 \hat{M} (\hat{\beta}).
\]  

(2.12)

Note that (2.11) involves no integrals and thus has a computational advantage over (2.10). Of course, the relevant question is whether the MSE values obtained from (2.12) are close enough to those obtained from (2.10). In the next section, the empirical usefulness of these results will be considered.

3. An illustrative example

A recent application of the Stein-rule technique was presented by Adkins and Eells (1995), in which the energy consumption models of Prosser (1985) and Welsh (1989) were estimated by the technique of Stein-rule. Adkins and Eells (1995) gave Stein-rule estimates of the energy models’ parameters but did not consider the precision measure of the estimates. As an example to illustrate the utility of our results we choose the first model used by Adkins and Eells (1995), given as follows:

\[
E_t = \beta_o + \beta_1 P_t + \beta_2 q_t + \beta_3 Y_t + \beta_4 E_{t-1} + \epsilon_t,
\]  

(3.1)

where \( E \) = energy consumption, \( P \) = price index of energy \((1990 = 100)\), \( q \) = price index of other goods and \( Y \) = gross domestic product at 1990 prices. Our data were obtained from the Energy Balances of OECD Countries: Total Final Energy Consumption, various years. In contrast to the results reported here, Adkins and Eells (1985) reported only SR estimates of the coefficients. Also, while Adkins and Eells’ (1995) sample ended in 1989, we expanded their data to include observations from 1970 to 1997. But, unlike Adkins and Eells (1985), who considered the eight largest energy consuming nations of the OECD, our analysis was based on data of France, the Netherlands and the United Kingdom. Table 1 summarizes the results based on the OLS, SR, FMMSE, AFMMSE and the KK estimators using Carter et al. (1993)’s “nearly” optimal values of the characterizing parameters (i.e., \( k_1 = (p-2)/(v+2) \) and \( k_2 = 1-k_1 \)) and the “ad-hoc” values suggested by Ohtani (2000a) (i.e., \( k_1 = p/v \) and \( k_2 = 1-(p-2)/v \)). In each case, we computed the point estimates of the regression coefficients and their root mean squared error (RMSE) estimates obtained from (2.10) and (2.12).

As remarked in Carter et al. (1990), the SR estimator dominates the OLS estimator only with respect to the estimator’s risk of the entire coefficient vector but not necessarily with respect to the MSE of each coefficient. Hence we do not expect the estimated MSE of the SR estimates to be uniformly better than those of the OLS estimates. Indeed, in terms of the estimated MSE’s, none of the six estimators uniformly dominate the others, though the “ad-hoc” version of the KK estimator seems to have the edge over the others in the majority of cases. Table 1 also shows that (2.12) gives MSE figures that are reasonably close to those obtained via the more “direct” expression (2.10). It therefore appears at least in the context of the example provided here that (2.12) is useful in assessing the estimation precision of the Stein-type estimators.

4. Construction of confidence ellipsoids
In this section, we assume that $XX$ is $O(n)$. Note the following quadratic forms that define confidence ellipsoids for the vector of coefficients $\beta$:

$$Q_s = (\hat{\beta} - \beta)\left[\hat{M}(\hat{\beta})\right]^{-1}(\hat{\beta} - \beta),$$

$$Q_a = (\hat{\beta} - \beta)\left[s^2(X'X)^{-1}\right]^{-1}(\beta - \beta),$$

and

$$Q_{ls} = (b - \beta)\left[s^2(X'X)^{-1}\right]^{-1}(b - \beta).$$

Note that (4.1) uses $\hat{\beta}$ together with its estimated MSE matrix $\hat{M}(\hat{\beta})$, while (4.2) replaces $\hat{M}(\hat{\beta})$ by its asymptotic value $s^2(X'X)^{-1}$, and (4.3), which defines a confidence ellipsoid of the OLS estimator, provides a benchmark for comparison.

Now, the confidence ellipsoids corresponding to (4.1), (4.2) and (4.3) are given by,

$$C_s = \{\beta : Q_s \leq c\} \quad C_a = \{\beta : Q_a \leq c\} \quad \text{and} \quad C_{ls} = \{\beta : Q_{ls} \leq c\}$$

respectively, where $c$ is a positive scalar.

As in Carter et al. (1990) and Chaturvedi et al. (1997), the confidence ellipsoids will be compared in terms of their expected squared volumes and coverage probabilities. In what follows, we assume, in addition to conditions i) and ii) in Section 2, that

$$iii) \quad r'\left(\frac{\beta'X'\beta}{n\sigma^2}\right) = r'\left(\frac{\beta'X'X\beta}{n\sigma^2}\right) = O(n^{-1}); \quad r'\left(\frac{b'X'Xb}{v\sigma^2}\right) = O_p(n^{-1})$$

and

$$iv) \quad |r*(.)| \text{ is monotone and decreasing.}$$

Note that conditions i) - iv) can be satisfied for all the estimators considered in Sections 2 and 3. For example, take the KK estimator, for which $r(F) = \frac{k_1F}{F + (1-k_2)}$, $r'(F) = \frac{k_1(1-k_2)}{(F + (1-k_2))^2}$ and $r''(F) = -\frac{2k_1(1-k_2)}{(F + (1-k_2))^3}$. Thus, conditions i) to iv) can be satisfied for $0 < k_1 \leq 2(p - 2)/(v + 2)$ and $k_2 \leq 1$.

From Carter et al. (1990), the approximate coverage probability of $C_{ls}$, up to $O(n^{-1})$, is given by,

$$P(Q_{ls} \leq c) = G(\chi_{p}^2) + \sum_{i=0}^{\mu_2} \mu_i G(\chi_{p+2i}^2),$$

where $G(\chi_{h}^2) = P(\chi_{h}^2 \leq c)$, $\chi_{h}^2$ is a central Chi-square variate with $h$ degrees of freedom, $\mu_0 = p(p - 2)/(4n)$, $\mu_1 = -p^2/(2n)$ and $\mu_2 = p(p + 2)/(4n)$. 
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It is shown in the Appendix that up to $O(n^{-1})$, the approximate coverage probability of $C_a$ and $C_s$ are,

$$P(Q_a \leq c) = G(\chi^2_\nu) + \sum_{i=0}^{2} \mu_i G(\chi^2_{p+2i})$$  \hspace{1cm} (4.6)$$

and

$$P(Q_s \leq c) = G(\chi^2_\nu) + \sum_{i=0}^{2} \mu_i^{**} G(\chi^2_{p+2i})$$  \hspace{1cm} (4.7)$$

respectively,

where $\mu_i = \mu - \mu_i$, $\mu_i = \mu_i + \mu$, $\mu_i^{**} = \mu_i - \mu$, $\mu_i^{**} = \mu_i$

and

$$\mu = \frac{n(p-2)\sigma^2}{\beta X \beta} \left[ r \left( \frac{\beta X \beta}{n \sigma^2} \right) - \frac{(v+2)}{2} \int_0^{t^{1/2}} r \left( \frac{\beta X \beta}{n \sigma^2 t} \right) dt \right] + 2 \left[ r \left( \frac{\beta X \beta}{n \sigma^2} \right) - \frac{n}{2} \int_0^{t^{1/2}} r \left( \frac{\beta X \beta}{n \sigma^2 t} \right) dt \right] \right].$$  \hspace{1cm} (4.8)$$

Note that in the case of the SR estimator, i.e., $r(F) = k$, (4.6) and (4.7) reduce to the corresponding expressions given in Carter et al. (1990). Also, it is seen from (4.5) and (4.6) that,

$$P(Q_a \leq c) - P(Q_s \leq c) = -\mu \left[ G(\chi^2_\nu) - G(\chi^2_{p+2}) \right]$$  \hspace{1cm} (4.9)$$

Now, note that $r(F) \geq 0$ for $F > 0$. Thus, $\mu < 0$ when $p \geq 3$ and $k^* < 2(p-2)/n$, which are implied by condition i). Thus, at least to order $O(n^{-1})$, $P(Q_a \leq c) - P(Q_s \leq c) \geq 0$. In other words, the confidence ellipsoid based on $\hat{\beta}$ and the estimated OLS covariance matrix has larger coverage probability than that based on $b$ and the estimated OLS covariance matrix.

It is also seen from (4.6) and (4.7) that

$$P(Q_a \leq c) - P(Q_s \leq c) = -(\mu + \mu^*) \left[ G(\chi^2_\nu) - G(\chi^2_{p+2}) \right].$$  \hspace{1cm} (4.10)$$

If $r(.)$ is a constant, then $P(Q_a \leq c) - P(Q_s \leq c) > 0$, as shown in Carter et al. (1990). On the other hand, if $r(.)$ is not a constant, then from condition ii),

$$\frac{(v+2)}{2} \int_0^{t^{1/2}} r \left( \frac{\beta X \beta}{n \sigma^2 t} \right) dt > r \left( \frac{\beta X \beta}{n \sigma^2} \right).$$  \hspace{1cm} (4.11)$$

Thus,

$$\mu + \mu^* = \frac{\sigma^2 k^* n}{2 \beta X \beta} \left[ k^* n - 2(p-2) \right] + \frac{n(p-2)\sigma^2}{\beta X \beta} \left[ r \left( \frac{\beta X \beta}{n \sigma^2} \right) - \frac{(v+2)}{2} \int_0^{t^{1/2}} r \left( \frac{\beta X \beta}{n \sigma^2 t} \right) dt \right].$$
\[-n \int_0^1 t^{1/2-1} r \left( \frac{B X \beta}{n \sigma^2 t} \right) dt, \quad (4.12)\]

which is negative, so long as \( p \geq 3 \) and \( k^r < 2(p-2)/n \), which are implied by condition i). Thus, up to order \( O(n^{-1}) \), \( P(Q_a \leq c) - P(Q_s \leq c) > 0 \). So, for the entire class of estimators \( \hat{\beta} \) satisfying conditions i) to iv), the coverage probability for \( Q_a \) exceeds that of \( Q_s \), up to order \( O(n^{-1}) \).

Finally, from (4.5) and (4.7), we observe that,

\[ P(Q_s \leq c) - P(Q_{ls} \leq c) = \mu^* [G(\chi^2_p) - G(\chi^2_{p+2})], \quad (4.13) \]

which can be either positive or negative in general. But from (4.8) and (4.11), if \( p \geq 3 \), and

\[ r \left( \frac{\beta X \beta}{n \sigma^2} \right) = O(n^{-2}), \quad \text{then up to order} \quad O(n^{-1}), \quad \mu^* < 0 \text{ so long as } r(.) \text{ is not a constant.} \]

So, provided that these conditions are satisfied, then \( P(Q_s \leq c) - P(Q_{ls} \leq c) < 0 \). In other words, \( C_a \) is preferred to \( C_s \) in terms of coverage probability if \( r(.) \) is not a constant. Note that this finding contrasts with that of Carter et al. (1990) for the case of the SR estimator, for which \( r(.) \) is a constant and \( P(Q_s \leq c) = P(Q_{ls} \leq c) \), up to order \( O(n^{-1}) \).

Next, let’s compare the squared volumes of \( C_a \), \( C_{ls} \) and \( C_s \), which are given by,

\[ V^2_a = \frac{[s^2(X X)^{-1} | (c \pi)^p]}{(\Gamma(p/2+1))^2} = gs^{2p}, \quad (4.14) \]

\[ V^2_{ls} = V^2_a \quad (4.15) \]

and

\[ V^2_s = \frac{|\hat{M}(\hat{\beta})| (c \pi)^p}{(\Gamma(p/2+1))^2} \quad (4.16) \]

respectively, where \( g = \frac{(c \pi)^p}{|X X| (\Gamma(p/2+1))^2} \). As \( g \) is of order \( O(n^{-p}) \), the standardized squared volumes of \( C_a \) and \( C_{ls} \), up to order \( O_p(n^{-1}) \), can be written as,

\[ n^p V^2_a = n^p V^2_{ls} = \sigma^{2p} n^p g \left( 1 + pd + \frac{p(p-1)}{2} d^2 \right), \quad (4.17) \]

where \( d = (s^2 - \sigma^2)/\sigma^2 \). On the other hand, from (A.20) in the Appendix, we have, up to order \( O_p(n^{-1}) \),

\[ n^p V^2_s = n^p gs^{2p} \left| \frac{(X X) \hat{M}(\hat{\beta})}{s^2} \right| \]
\[
\begin{align*}
\frac{\sigma^2 n^p}{g} \left[ 1 + \rho d + \frac{p(p-1)}{2} d^2 + \sigma^2 \kappa n - \frac{\sigma^2 n(v+2)(p-2)}{\beta X \beta} \right] 
& \int_0^{t/2} \left( \frac{\beta X \beta}{n\sigma^2 t} \right) dt \\
& - 2n \int_0^{1/2} r \left( \frac{\beta X \beta}{n\sigma^2 t} \right) dt \\
\end{align*}
\] 

Therefore, using (4.17) and (4.18),

\[
\begin{align*}
n^p (V_{ls}^2 - V_s^2) &= -\sigma^2 n^p \left[ 1 + \rho d + \frac{p(p-1)}{2} d^2 + \sigma^2 \kappa n - \frac{\sigma^2 n(v+2)(p-2)}{\beta X \beta} \right] 
& \int_0^{t/2} \left( \frac{\beta X \beta}{n\sigma^2 t} \right) dt - 2n \int_0^{1/2} r \left( \frac{\beta X \beta}{n\sigma^2 t} \right) dt \\
\end{align*}
\]

which is positive whenever \( p \geq 3 \) and \( k^* < 2(p-2)/n \), which are implied by condition i). Hence up to order \( O(n^{-1}) \), \( E(V_{ls}^2) = E(V_s^2) > E(V_s') \). In other words, in terms of expected squared volume, the confidence ellipsoid \( C_i \) is most preferred.

5. Concluding Remarks

In various guises, shrinkage estimation has occupied an important place in the statistical decision theory literature. The technique is, however, underutilized in applied work, owing to the fact most shrinkage estimators cannot be readily used for inference purposes. This paper derives unbiased estimators of the MSE and the scaled MSE matrices of a class of shrinkage estimators, including the SR, FMMSE, AFMMSE and KK estimators. One particular advantage afforded by the estimator of the scaled MSE matrix over that of the MSE matrix is the achievement of considerable ease in computation. A numerical example taken from the energy economics literature has been used to illustrate the utility of our findings. It is also found that the confidence ellipsoid based on \( \hat{\beta} \) and the unbiased estimator of its MSE matrix, for making confidence statements about the whole vector \( \beta \), is most preferred in large samples in terms of expected squared volume; but it can be the least preferred ellipsoid in terms of coverage probability. On the other hand, the ellipsoid based on \( \hat{\beta} \) and the OLS estimated covariance matrix has the largest coverage probability in large samples among the three confidence ellipsoids considered. It remains, however, to compare these ellipsoids in terms of their small sample properties. Alternatively, the confidence bands for these estimators may be constructed via bootstrapping. Recent work by Kazimi and Brownstone (1999) and Ohtani (2000b, Ch. 7) may offer some insights in this regard.
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Appendix

Proof of (2.10)

Note that,

\[ \hat{\beta} = \frac{\partial}{\partial \Phi} (XX)^{-1} - E \left[ \left( b - \beta \right) b' + b(b - \beta)' \right] \frac{r(F)}{F} + E \left[ bb' \frac{r^2(F)}{F^2} \right], \quad (A.1) \]

where unbiased estimators of the first and third terms in (A.1) are \( \frac{\partial}{\partial \Phi} (XX)^{-1} \) and \( bb' \frac{r^2(F)}{F^2} \) respectively. Now, to obtain an unbiased estimator of the second term in (A.1), write

\[ z = (XX)^{1/2} b, \quad \Theta = (XX)^{1/2} \beta \quad \text{and} \quad r^*(F) = \frac{r(F)}{F}. \]

Note that \( z \sim N(\Theta, \sigma^2 I_{pp}) \), \( \Theta \sim \chi^2 \) and \( z \) and \( \Theta \) are independently distributed. Thus, we have,

\[ E \left[ (b - \beta) b' \frac{r(F)}{F} \right] = (XX)^{-1/2} E \left[ (z - \Theta) z' r^* \left( \frac{z}{\Theta} \right) \right] (XX)^{-1/2} \]

\[ = (XX)^{-1/2} \sigma^2 E \left[ \frac{\partial}{\partial \Theta} \left( z' r^* \left( \frac{z}{\Theta} \right) \right) \right] (XX)^{-1/2} \]

\[ = \sigma^2 (XX)^{-1/2} \left[ E \left( r^* \left( \frac{z}{\Theta} \right) \right) I_{pp} + 2E \left( z z' \frac{1}{\Theta} r^* \left( \frac{z}{\Theta} \right) \right) \right] (XX)^{-1/2} \]

\[ = \sigma^2 (XX)^{-1} E_b \left[ E_o \left( r^* \left( \frac{b' XXb}{\Theta} \right) \right) \right] + 2 \sigma^2 E_b \left( \frac{1}{\Theta} r^* \left( \frac{b' XXb}{\Theta} \right) \right). \quad (A.2) \]

where \( r^*(F) = \frac{\partial}{\partial F} r^*(F) \). Hence the second term of \( M(\hat{\beta}) \) becomes,

\[ -2(XX)^{-1} E_b \left[ E_o \left( \sigma^2 r^* \left( \frac{b' XXb}{\Theta} \right) \right) \right] - 4E_b \left( bb' E_o \left( \frac{\sigma^2}{\Theta} r^* \left( \frac{b' XXb}{\Theta} \right) \right) \right). \quad (A.3) \]

Now, let \( H(\Theta) \) be a continuous differentiable function of \( \Theta \), then it can be shown that,
\[
\frac{1}{\sigma^2} E_\phi \left[ (\phi - \nu \sigma^2) H(\phi) \right] = 2 E_\phi \left[ \phi \frac{\partial}{\partial \phi} H(\phi) \right], \quad (A.4)
\]
or
\[
E_\phi \left[ \phi H(\phi) \right] = \sigma^2 E_\phi \left[ \nu H(\phi) + 2 \phi \frac{\partial}{\partial \phi} H(\phi) \right]. \quad (A.5)
\]

Equation (A.5) implies that if
\[
vH(\phi) + 2 \phi \frac{\partial}{\partial \phi} H(\phi) = r^* \left( \frac{b'Xb}{\phi} \right), \quad (A.6)
\]
then for fixed values of \( b \), an unbiased estimator of \( \sigma^2 E_\phi \left[ r^* \left( \frac{b'Xb}{\phi} \right) \right] = \phi H(\phi) \). Note that (A.6) is a first order differential equation and its solution is given by,
\[
H(\phi) = \frac{1}{2 \phi^{1/2}} \int_0^\phi \phi^{1/2-1} r^* \left( \frac{b'Xb}{\phi} \right) d\phi \\
= \frac{1}{2} \int_0^1 r^* \left( \frac{b'Xb}{\phi} \right)^{1/2-1} dt \\
= \frac{1}{2} \int_0^1 t^{1/2} \frac{r(F/\phi)}{F} dt,
\]
from which it is straightforward to show that an unbiased estimator of
\[
2E_b \left[ E_\phi \left( \sigma^2 r^* \left( \frac{b'Xb}{\phi} \right) \right) \right](XX)^{-1}
\]
is,
\[
\left[ \int_0^1 t^{1/2} \frac{r(F/\phi)}{F} dt \right](XX)^{-1}. \quad (A.7)
\]
Similarly, an unbiased estimator of \( 4E_b \left[ bb' E_\phi \left( \sigma^2 r^* \left( \frac{b'Xb}{\phi} \right) \right) \right] \) is,
\[
2 \left[ \int_0^{1/2} r^* \left( \frac{b'Xb}{\phi} \right) dt \right] bb' = 2 \left[ \int_0^{1/2} \frac{r'(F/\phi)}{F} dt - \int_0^{1/2} \frac{r(F/\phi)}{F^2} dt \right] bb'. \quad (A.8)
\]
Hence (2.10) follows.

**Proof of (2.11)**
Note that from (A.1), we have,

\[ M(\hat{\beta})/\sigma^2 = (XX)^{-1} - \frac{1}{\sigma^2} \mathbb{E}\left\{ \left[ (b - \beta) b' + b(b - \beta)' \right]^2 \frac{r_t(F)}{F} \right\} + \frac{1}{\sigma^2} \mathbb{E}\left[ bb', \frac{r^2_t(F)}{F^2} \right]. \]  

(A.9)

From (A.2), an unbiased estimator of the second term in (A.9) is given by,

\[ -2(XX)^{-1} r^* \left( \frac{b'Xb}{\vartheta} \right) - 4bb' \frac{1}{\vartheta} r^* \left( \frac{b'Xb}{\vartheta} \right). \]  

(A.10)

Also, by virtue of (A.5), we obtain,

\[ \frac{1}{\sigma^2} \mathbb{E}\left[ bb', \frac{r^2_t(F)}{F^2} \right] = \frac{1}{\sigma^2} \mathbb{E}_0 \left[ \left( b' \vartheta \right) \mathbb{E}_0 \left( \frac{r^2_t(F)}{\vartheta} \right) \right] 
\quad = \frac{1}{\sigma^2} \mathbb{E}_0 \left[ bb' \vartheta \mathbb{E}_0 \left( \frac{r^2_t(F)}{\vartheta} + 2 \frac{\partial}{\partial \vartheta} \left( \frac{r^2_t(F)}{\vartheta} \right) \right) \right] 
\quad \quad = \mathbb{E} \left[ bb' \left( (v - 2) \frac{r^2_t(F)}{\vartheta} + 4r^* (F) \frac{\partial r^* (F)}{\partial \vartheta} \right) \right]. \]  

(A.11)

Hence an unbiased estimator of the third term of (A.9) is,

\[ bb' \left( (v - 2) \frac{r^2_t(F)}{\vartheta} + 4r^* (F) \frac{\partial r^* (F)}{\partial \vartheta} \right). \]  

(A.12)

Equation (2.11) is readily obtained by combining (A.9), (A.10) and (A.12).

Proof of (4.6) and (4.7)

Following Carter et al. (1990), we assume that \( \beta \) is non-zero. Now, as \( XX \) is \( O(n) \), so \( Xu \) is \( O_p(n^{1/2}) \), \( s^2 = \sigma^2 + (s^2 - \sigma^2) = O(1) + O_p(n^{-1/2}) \) and

\[ b'Xb = u'X(XX)^{-1}X'u + 2u'X\beta + \beta'X\beta \]
\[ = O_p(1) + O_p(n^{1/2}) + O(n). \]  

(A.13)

Thus,

\[ \frac{b'Xb}{v s^2} = \frac{\beta'X\beta}{n \sigma^2} + \frac{1}{n \sigma^2} \left( 2u'X\beta - \beta'X\beta \frac{(s^2 - \sigma^2)}{\sigma^2} \right) + O_p(n^{-1}) \]
\[ = \frac{\beta'X\beta}{n \sigma^2} + O_p(n^{1/2}) \]  

(A.14)

and
\[
\frac{v s^2}{b' X X b} = \frac{n \sigma^2}{\beta X X \beta} + \frac{1}{\beta X X \beta} \left[ n(s^2 - \sigma^2) - 2u' X \beta \frac{(s^2 - \sigma^2)}{\sigma^2} \right] + O_p(n^{-1}). \tag{A.15}
\]

Recognizing (A.14) and conditions iii) and iv) in Section 4, we have,

\[
r \left( \frac{b' X X b}{v s^2} \right) = r \left( \frac{\beta X X \beta}{n \sigma^2} \right) + \frac{1}{n \sigma^2} \left[ 2u' \chi X \beta - \beta X X \beta \frac{(s^2 - \sigma^2)}{\sigma^2} \right] \left( \frac{\beta X X \beta}{n \sigma^2} \right) + O_p(n^{-2}). \tag{A.16}
\]

Making use of (A.15) and (A.16), and after some manipulations, we obtain,

\[
\hat{\beta} - \beta = e_{-1/2} + e_{-1} + e_{-3/2} + O_p(n^{-2}), \tag{A.17}
\]

where \( e_{-1/2} = (X X)^{-1} X' u, e_{-1} = \lambda_2 \sigma^2 \beta, \)

\[
e_{-3/2} = \sigma^2 \lambda_2 \left[ \left( \frac{2 \beta X X u}{\beta X X \beta} - \frac{s^2 - \sigma^2}{\sigma^2} \right) \beta - (X X)^{-1} X' u \right] - r \left( \frac{\beta X X \beta}{n \sigma^2} \right) \left( \frac{2 \beta X X u}{\beta X X \beta} - \frac{s^2 - \sigma^2}{\sigma^2} \right) \beta,
\]

and

\[
\lambda_2 = \frac{k^2 n}{\beta X X \beta}.
\]

In addition, it can be shown that,

\[
\int_0^1 t^{v/2} r \left( \frac{b' X X b}{v s^2 t} \right) dt = \int_0^1 t^{v/2} r \left( \frac{\beta X X \beta}{n \sigma^2 t} \right) dt + \frac{1}{n \sigma^2} \left[ 2u' \chi X \beta - \beta X X \beta \frac{(s^2 - \sigma^2)}{\sigma^2} \right] \left( \frac{\beta X X \beta}{n \sigma^2} \right) \int_0^1 t^{v/2-1} r \left( \frac{\beta X X \beta}{n \sigma^2 \beta} \right) dt + O_p(n^{-3}). \tag{A.18}
\]

and

\[
\int_0^1 t^{v/2-1} r \left( \frac{b' X X b}{v s^2} \right) dt = \int_0^1 t^{v/2-1} r \left( \frac{\beta X X \beta}{n \sigma^2} \right) dt + O_p(n^{-5/2}). \tag{A.19}
\]

Using (A.18) and (A.19), we can write,

\[
\hat{M}(\hat{\beta}) = s^2 (X X)^{-1} + \sigma^2 \Delta_{-2} + O_p(n^{-5/2}), \tag{A.20}
\]

where,

\[
\Delta_{-2} = \frac{n \sigma^2}{\beta X X \beta} \left[ \frac{n k^2 + 2(v + 2) \int_0^1 t^{v/2} r \left( \frac{\beta X X \beta}{n \sigma^2 t} \right) dt} {\beta X X \beta} - \frac{2}{\sigma^2} \int_0^1 t^{v/2-1} r \left( \frac{\beta X X \beta}{n \sigma^2 t} \right) dt \right] \beta \beta'.
\]
\[-(v+2)\int_0^{r^{1/2}} r \left( \frac{\beta' \chi \lambda}{n \sigma^2 I} \right) dt \left( X X \right)^{-1} \]  
(A.21)

Upon substituting (A.17) and (A.20) in (4.1), we obtain, up to \( O_p(n^{-1}) \),

\[ Q_p = w'Dw + (\delta_{-1/2} + \eta_{-1})w + \delta_{-1}, \]  
(A.22)

where

\[ w = \sigma^{-1} (X X)^{1/2} e_{-1/2} \sim N(0, I_{p\times p}), \]
\[ \delta_{-1/2} = -2\lambda \phi' \sigma (X X)^{1/2}, \]
\[ \eta_{-1} = \frac{2}{\sigma} r \left( \frac{\beta' \chi \lambda}{n \sigma^2} \right) \left( \frac{s^2 - \sigma^2}{\sigma^2} \right) \beta' (X X)^{1/2}, \]
\[ \delta_{-1} = \sigma^2 \lambda k^* n, \]
\[ D = (1 - d + d^2)I + (X X)^{1/2}(\Delta_{-2} - \Delta_{-2})(X X)^{1/2}, \]
and

\[ \Delta_{-2} = \frac{4 \left( \sigma^2 \lambda^* - r \left( \frac{\beta' \chi \lambda}{n \sigma^2} \right) \right)}{\beta' \chi \lambda} = \beta' - 2 \sigma^2 \lambda (X X)^{-1}. \]

As in Carter et al. (1990), it can be shown that the characteristic function of \( Q_p \) is,

\[ \phi(t) = E[\exp(itQ)] = \exp(it \delta_{-1}) \phi_{n-p} \{ \exp \left[ it \left( w'Dw + (\delta_{-1/2} + \eta_{-1})w \right) \right] \}
= \exp(it \delta_{-1}) \phi_{n-p} \left[ \exp \left( -\frac{t^2}{2} \left( \delta_{-1/2} + \eta_{-1} \right) \right) \right], \]
(A.23)

Now, if the characteristic roots of the matrix \( D^* \) are of order \( O_p(n^{-1/2}) \), then,

\[ |I - D^*|^{-1/2} = 1 + \frac{1}{2} tr(D^*) + \frac{1}{8} \left( tr(D^*) \right)^2 + \frac{1}{4} tr(D^{*2}) + O_p(n^{-3/2}). \]  
(A.24)

Making use of (A.24) and after some manipulations, we obtain, up to \( O(n^{-1}) \),

\[ \phi(t) = \phi(\chi_p^2) (1 + it \sigma^2 \lambda k^* n) + \phi(\chi_{p+2}^2) \left\{ it \left[ \frac{2p}{n} - 2\sigma^2 \lambda (p - 2) - 4r \left( \frac{\beta' \chi \lambda}{n \sigma^2} \right) \right] - tr(\Delta_{-2} X X) \right\}
- 2t \sigma^2 \lambda k^* n \right\} - \phi(\chi_{p+4}^2) \frac{t^2 p(p + 2)}{n}, \]  
(A.25)

where \( \phi(\chi_p^2) = (1 - 2it)^{-p/2} \) is the characteristic function of a central Chi-square variate with \( p \) degrees of freedom.
Using these results, the density function of $Q$, can be written as,

$$g(Q) = g(\chi_{p}^2) + \left\{ \frac{p(p-2)}{4n} + \left[ \sigma^2 \lambda^2 (p-2) - \frac{1}{2} \sigma^2 \lambda^k n + 2r \left( \frac{\beta X \chi \beta}{n \sigma^2} \right) + \frac{1}{2} tr(\Delta_{-2}XX) \right] \right\} g(\chi_{p}^2) + \left\{ -\frac{p^2}{2n} - \left[ \sigma^2 \lambda^2 (p-2) - \frac{1}{2} \sigma^2 \lambda^k n + 2r \left( \frac{\beta X \chi \beta}{n \sigma^2} \right) + \frac{1}{2} tr(\Delta_{-2}XX) \right] \right\} g(\chi_{p+2}^2) + \frac{p(p+2)}{4n} g(\chi_{p+4}^2), \tag{A.26}$$

where $g(\chi_{n}^2)$ is the density function of $\chi_{n}^2$. Noting that,

$$tr(\Delta_{-2}XX) = \sigma^2 \lambda^k n - \frac{\sigma^2 n(y + 2)(p - 2)}{\beta X \chi \beta} \int_0^{\frac{1}{2}} \left( \frac{\beta X \chi \beta}{n \sigma^2 t} \right) dt - 2n \int_0^{\frac{1}{2}} \left( \frac{\beta X \chi \beta}{n \sigma^2 t} \right) dt, \tag{A.27}$$

and upon substituting (A.27) in (A.26), we obtain (4.7). Finally, equation (4.6) is obtained by setting $\Delta_{-2} = 0$ in (A.26).
Table 1. Estimates of Welsh’s model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Country</th>
<th>OLS Estimates</th>
<th>SR Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>β</td>
<td>Bias</td>
</tr>
<tr>
<td>ln(P)</td>
<td>UK</td>
<td>-0.8999708</td>
<td>0.345928</td>
</tr>
<tr>
<td>ln(Y)</td>
<td></td>
<td>0.1897910</td>
<td>0.518829</td>
</tr>
<tr>
<td>ln(Q)</td>
<td></td>
<td>0.0363146</td>
<td>0.1970082</td>
</tr>
<tr>
<td>ln(E(t-1))</td>
<td></td>
<td>-0.2471781</td>
<td>0.1735142</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>0.3498934</td>
<td>0.1533703</td>
</tr>
<tr>
<td>ln(P)</td>
<td>France</td>
<td>-0.0049931</td>
<td>0.5894568</td>
</tr>
<tr>
<td>ln(Y)</td>
<td></td>
<td>0.6124382</td>
<td>0.2994780</td>
</tr>
<tr>
<td>ln(Q)</td>
<td></td>
<td>0.0509805</td>
<td>0.1838585</td>
</tr>
<tr>
<td>ln(E(t-1))</td>
<td></td>
<td>-0.2201152</td>
<td>0.1686845</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>-0.1794523</td>
<td>0.1380348</td>
</tr>
<tr>
<td>ln(P)</td>
<td>Netherlands</td>
<td>-1.8248900</td>
<td>0.7179774</td>
</tr>
<tr>
<td>ln(Y)</td>
<td></td>
<td>0.1389163</td>
<td>0.2109085</td>
</tr>
<tr>
<td>ln(Q)</td>
<td></td>
<td>0.0724731</td>
<td>0.3817025</td>
</tr>
<tr>
<td>ln(E(t-1))</td>
<td></td>
<td>-0.0795282</td>
<td>0.1685849</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>-0.2998867</td>
<td>0.1816053</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Country</th>
<th>FMMSE Estimates</th>
<th>AFMMSE Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>β</td>
<td>Bias</td>
</tr>
<tr>
<td>ln(P)</td>
<td>UK</td>
<td>-0.8126538</td>
<td>0.0873170</td>
</tr>
<tr>
<td>ln(Y)</td>
<td></td>
<td>0.1713771</td>
<td>-0.0184139</td>
</tr>
<tr>
<td>ln(Q)</td>
<td></td>
<td>0.0327913</td>
<td>-0.0035233</td>
</tr>
<tr>
<td>ln(E(t-1))</td>
<td></td>
<td>-0.2231963</td>
<td>0.0239817</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>0.3159460</td>
<td>-0.0339474</td>
</tr>
<tr>
<td>ln(P)</td>
<td>France</td>
<td>-0.0043841</td>
<td>0.0060900</td>
</tr>
<tr>
<td>ln(Y)</td>
<td></td>
<td>0.1577367</td>
<td>-0.0747015</td>
</tr>
<tr>
<td>ln(Q)</td>
<td></td>
<td>0.0447622</td>
<td>-0.0062183</td>
</tr>
<tr>
<td>ln(E(t-1))</td>
<td></td>
<td>-0.1932667</td>
<td>0.0268483</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>-0.1575638</td>
<td>0.0218885</td>
</tr>
<tr>
<td>ln(P)</td>
<td>Netherlands</td>
<td>-1.634286</td>
<td>0.1906038</td>
</tr>
<tr>
<td>ln(Y)</td>
<td></td>
<td>0.1244069</td>
<td>-0.0145094</td>
</tr>
<tr>
<td>ln(Q)</td>
<td></td>
<td>0.0649036</td>
<td>-0.0075696</td>
</tr>
<tr>
<td>ln(E(t-1))</td>
<td></td>
<td>-0.0712217</td>
<td>0.0083064</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>-0.2065845</td>
<td>0.0313222</td>
</tr>
</tbody>
</table>

RMSE = root mean squared error based on (2.10)
RMSE’ = root mean squared error based on (2.12)
Table 1. Estimates of Welsh’s model (cont’d)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Country</th>
<th>CARTER’s Estimates</th>
<th>AD-HOC Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \hat{\beta} )</td>
<td>Bias</td>
</tr>
<tr>
<td>ln(P)</td>
<td>UK</td>
<td>-0.6911188</td>
<td>0.2088520</td>
</tr>
<tr>
<td>ln(Y)</td>
<td></td>
<td>0.1457471</td>
<td>-0.0440439</td>
</tr>
<tr>
<td>ln(Q)</td>
<td></td>
<td>0.0278873</td>
<td>-0.0084274</td>
</tr>
<tr>
<td>ln(E(t-1))</td>
<td></td>
<td>-0.1898166</td>
<td>0.0573615</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>0.2686953</td>
<td>-0.0811981</td>
</tr>
<tr>
<td>ln(P)</td>
<td>France</td>
<td>-0.0035904</td>
<td>0.0014028</td>
</tr>
<tr>
<td>ln(Y)</td>
<td></td>
<td>0.4403787</td>
<td>-0.1720595</td>
</tr>
<tr>
<td>ln(Q)</td>
<td></td>
<td>0.0366579</td>
<td>-0.0143225</td>
</tr>
<tr>
<td>ln(E(t-1))</td>
<td></td>
<td>-0.1582756</td>
<td>0.0618395</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>-0.1290367</td>
<td>0.0504157</td>
</tr>
<tr>
<td>ln(P)</td>
<td>Netherlands</td>
<td>-1.374146</td>
<td>0.4507431</td>
</tr>
<tr>
<td>ln(Y)</td>
<td></td>
<td>0.1046043</td>
<td>-0.0343120</td>
</tr>
<tr>
<td>ln(Q)</td>
<td></td>
<td>0.0545725</td>
<td>-0.0179007</td>
</tr>
<tr>
<td>ln(E(t-1))</td>
<td></td>
<td>-0.0598849</td>
<td>0.0196433</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>-0.2258155</td>
<td>0.0740713</td>
</tr>
</tbody>
</table>

RMSE = root mean squared error based on (2.10)
RMSE’ = root mean squared error based on (2.12)