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Abstract

Perfect sampling allows exact simulation of random variables from the stationary measure of a Markov chain. By exploiting monotonicity properties of the simple slice sampler we show that a perfect version of the algorithm can be easily implemented, at least when the target distribution is bounded. If this is not the case we suggest a way to construct an upper and/or lower bounding process.
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1 Introduction

The goal is to sample a complicated target distribution. To this aim we combine two quite powerful ideas that have recently appeared in the Markov chain Monte Carlo (MCMC) literature: the slice sampler (SS) and perfect simulation (PS).

The SS is a method of constructing, with the aid of auxiliary variables, a reversible Markov chain with a specified stationary distribution (Swendsen and Wong, 1987). The simple SS (SSS) is a special case where a single auxiliary variable is used. As for every MCMC method, draws from the stationary distribution, the target distribution, are obtained only after a "sufficiently long" run of the simulation. It is typically impossible to determine how long is sufficiently long.

Perfect simulation is a clever way of running a Markov chain which ensures that the terminal value of the implementation is an exact draw from the stationary distribution of the chain (Propp and Wilson, 1996).

By exploiting monotonicity properties of the SS we show that a perfect version of the algorithm can be easily implemented. This eliminates the problem of determining how long the SS Markov chain must be run before it has reached stationarity.

Numerous practical extensions and real applications of the perfect SSS are presented in Mira et al. (2001).

2 Slice Sampler

Here we will briefly introduce the SS. More extensive descriptions of the algorithm can be found in Mira and Tierney (1998) and Roberts and Rosenthal (1999).

Suppose $\pi(x), x \in \mathcal{X}$ is an un-normalised integrable density with respect to the measure $\mu$ and let $\nu_x$ be the corresponding probability measure. In the SSS we introduce an auxiliary variable, $u \in \mathcal{U}$, and construct the joint distribution of $u$ and $x$ by taking the marginal for $x$ unchanged and defining the conditional distribution of $u$ given $x$ to be uniform on $(0, \pi(x))$.

An irreducible and aperiodic Markov chain $\{(X_n, U_n)\}_{n=0}^{\infty}$ is then set up over the enlarged state space $\mathcal{X} \times \mathcal{U}$ having the probability measure corresponding to $\pi(x, u) \propto I_{\{u < \pi(x)\}}(x, u)$, as its unique stationary distribution, where $I_A$ is the indicator function of the set $A$. In particular we will perform a Gibbs sampler: in the vertical update $u|x$ is sampled uniformly on $(0, \pi(x))$; in the horizontal update $x|u$ is sampled from the normalisation of the restriction of $\mu$ to the set $A_{\pi}(u) = \{x : \pi(x) > u\}$. The marginal chain $\{X_n\}_{n=0}^{\infty}$ has $\nu_x$ as its stationary distribution and can thus be used to estimate integrals with respect to $\pi$.

When $\mathcal{X} = \mathbb{R}^d$ and $\mu$ is the $d$-dimensional Lebesgue measure, the SSS is uniformly ergodic if $\pi$ is bounded and the support of $\pi$ has finite Lebesgue measure (Mira and Tierney, 1999).

The SSS is stochastically monotone with respect to this ordering (Roberts and Rosenthal, 1999):

$$x \prec x' \text{ if and only if } \pi(x) \leq \pi(x').$$

3 Perfect Simple Slice Sampler

Consider a positive recurrent Markov chain with invariant distribution $\nu_x$ specified by a stochastic recursive sequence (SRS): $X_{n+1} = f(X_n, \gamma_n)$, $n > 0$, where $\{\gamma_n\}_{n=-\infty}^{\infty}$ is a sequence of iid random variables, $n \in \mathbb{Z}$ . Below we briefly describe the Propp and Wilson (1996)
coupling from the past (CFTP) algorithm. Let $X^{(x,t)}_n$ be the value at time $n$ of the chain started in $x$ at time $-t$. The CFTP algorithm applies, in theory, provided the vertical backward coupling time, $T = \inf\{t > 0 : X^{(x,t)}_0 = X^{(y,t)}_0 \text{ for all } x, y\}$, is almost surely finite. In fact $X^{(x,t)}_0 = X^{(y,t)}_0 = X^{(\cdot,T)}_0 \sim \nu_\pi$ for all states $x, y$ and times $t \geq T$. PS becomes feasible, in practice, if there is a partial ordering $\prec$ on the state space such that $f(x, \gamma) \prec f(y, \gamma)$ if $x \prec y$ and if there exist a maximal, $x_{\text{max}}$, and a minimal, $x_{\text{min}}$, state (i.e. $x_{\text{max}} \prec x \prec x_{\text{max}} \forall x$). Usually these states are assumed to be unique, but for the perfect SSS more than one maximal or minimal state can exist, furthermore the existence of $x_{\text{max}}$ can be eliminated (Mira et al. 2001). CFTP works as follows. Choose a time $T_1 > 0$, generate $\{\gamma_n\}_{n=-T_1}^{-1}$ and set
\[
X^{(x_{\text{max}}, T_1)}_{-T_1} = x_{\text{max}}, \quad X^{(x_{\text{max}}, T_1)}_{n+1} = f(X^{(x_{\text{max}}, T_1)}_n, \gamma_n), \quad -T_1 \leq n < 0,
\]
\[
X^{(x_{\text{min}}, T_1)}_{-T_1} = x_{\text{min}}, \quad X^{(x_{\text{min}}, T_1)}_{n+1} = f(X^{(x_{\text{min}}, T_1)}_n, \gamma_n), \quad -T_1 \leq n < 0.
\]
If $X^{(x_{\text{max}}, T_1)}_0 = X^{(x_{\text{min}}, T_1)}_0$, that is if coalescence occurs, then $X^{(x_{\text{max}}, T_1)}_0 = X^{(x, T_1)}_0$ for all $x$, and the common value, $X^{(\cdot,T_1)}_0$, is necessarily distributed as $\nu_\pi$. Otherwise choose a new value $T_2 > T_1 > 0$ and restart the backward simulation from time $-T_2$. When running the simulation over the time range $[-T_1, 0]$, we need to reuse the same random numbers, $\{\gamma_n\}_{n=-T_1}^{-1}$, used in the first stage of the simulation. The procedure is repeated for $k = 1, 2, \ldots$ until $X^{(x_{\text{max}}, T_k)}_0 = X^{(x_{\text{min}}, T_k)}_0$, whereby $X^{(x_{\text{min}}, T_k)}_0 = X^{(\cdot,T_k)}_0$ and so we return $X^{(x_{\text{min}}, T_k)}_0 \sim \nu_\pi$. Notice that sample paths of maximal and minimal chains started at time point further back will be sandwiched in between paths started at earlier times (funneling property).

We now give an explicit SRS for the SSS, which preserves monotonicity with respect to the order given in (1). We assume for simplicity that maximal and minimal states exist and are unique; in fact, as explained in Mira et al. (2001), all we need to assume is that $\mu(\mathcal{X})$ and $\sup \pi$ are both finite. The SRS construction allows the continuum of chains implicitly defined in the PS, to be mapped to a countable collection of images in any particular iteration, of which only a finite number need ever be explicitly calculated. The construction is described in Figure 1. We shall carry out the vertical slice first, followed by the horizontal slice. For all $t < 0$ define a vertical slice variable, $\epsilon_t \sim U([0,1])$. Then, for the chain that, at time $t$, is in state $x$, set
\[
U_t(x) = \epsilon_t \pi(x).
\]
The horizontal slice is more complicated. At each time $t < 0$ construct an infinite sequence of random variables, $W_t = \{W_{t,j} : j = 1, 2, \ldots\}$ by $W_{t,j} \sim U[A_\pi(U_t(x_{\text{min}}))]$ and $W_{t,j} \sim U[A_\pi(W_{t,j-1})]$. Let $\sigma_t(x) = \inf\{j \geq 1 : \pi(W_{t,j}) \geq U_t(x)\}$, and set
\[
f(x, \epsilon_t, W_t) = W_{t,\sigma_t(x)}.
\]
It is easy to check that $\sigma_t(x)$ is almost surely finite for all $x \in \mathcal{X}$. Since $\gamma_t = (\epsilon_t, W_t)$, $t \in \mathbb{Z}$, is independent of $x$, (2) is indeed an SRS representation for some Markov chain. The chain simulated is in fact a SSS because $W_{t,\sigma_t(X_{t-1})}$ given $U_t(X_{t-1}) = u$ is distributed as $P_u$; this is just an adaptive rejection sampling scheme where the rejection region becomes more and more refined as the simulation proceeds. The function in (2) is monotone in its first argument since, for all $t$, $W_{t,\cdot}$ and $\sigma_t(\cdot)$ are non-decreasing sequences (the $W$’s with respect to $\prec$) by construction. Hence, using (2), we have a CFTP algorithm for simulating from $\nu_\pi$. Because of the funnelling property and since $\sigma_t(\cdot)$ is non-decreasing, it will never be necessary to increase the number of simulated $W_{t,j}$’s.

Even if an ordering has been defined on the state space it can be hard or impossible to find a maximal and/or a minimal state. Following ideas well summarized in Kendall and Møller
$\varepsilon = \frac{1}{2}$

**Vertical Slice**

$U \mid X \sim U(O, \Pi(X))$

$U = \Pi(X) \varepsilon$

$\varepsilon = \frac{1}{2}$

**Horizontal Slice**

$X \mid U \sim U \{ X : \Pi(X) > U \}$

---

Figure 1: Perfect SSS on a truncated exponential distribution.
Assume that we are in the general setting of a stochastically monotone Markov chain with an SRS function $f(x, \gamma)$ which is non-decreasing in $x$. Suppose we have upper and lower bounding processes with SRS functions $f^{ub}$ and $f^{lb}$ respectively, such that $f^{lb} \prec f \prec f^{ub}$, where the inequalities are assumed to hold pointwise for all values of the arguments of the functions. Simulate stationary versions of the upper and lower processes, $S$ and $L$ respectively, backwards in time till time $-T_1$, noting the forward seeds, $\epsilon_{-T_1}, \ldots, \epsilon_{-1}$. The maximal process $X(x_{max}, T_1)$ now begins at $X(x_{max}, -T_1) = S_{-T_1}$. The minimal process $X(x_{min}, T_1)$ now begins at $X(x_{min}, -T_1) = L_{-T_1}$. If $X(x_{max}, -T_1) = X(x_{min}, -T_1)$, the algorithm ceases outputting the common value. Otherwise, the upper and lower processes are extended, backwards in time, to time $-T_2$ and the procedure is repeated making sure to retain the seeds from the original time interval. This whole construction is extended until we get a $k$ such that $X(x_{max}, -T_k) = X(x_{min}, -T_k)$ and the common value is output. This value is distributed as $\pi$ (Kendall and Möller, 2000).

Here we restrict attention to the case where $\pi$ is bounded. This means that $x_{max}$ exists, but a lower bounding process construction is needed. The ideas readily extend to the case where $\pi$ is not bounded. A way of potentially exhibiting a bounding process for the SSS is described in the sequel. This is probabilistically the most natural construction since it is based entirely on $Q(u) = \mu[A(u)]$ a function that completely characterizes the SSS (Roberts and Rosenthal, 1999).

Let $Q'(u) = \frac{\partial Q(u)}{\partial u}$. Assume that $X = \mathbb{R}^d$ and $\mu$ is the Lebesgue measure. In order to define a minimal process for the SSS we find an unnormalised density $\pi_2$ such that

$$\frac{Q_{\pi}'(u)}{Q_{\pi}(u)} - \frac{Q_{\pi_2}'(u)}{Q_{\pi_2}(u)} \leq 0. \quad (3)$$

**Theorem 1.** Suppose that $\pi$ and $\pi_2$ are densities with corresponding $Q$ functions satisfying (3). Let $X(2)$ be the simple slice sampler Markov chain induced by $\pi_2$. Then the Markov chains $Y = \pi(X)$ and $Y(2) = \pi_2(X(2))$, are stochastically ordered in the sense that, for all $\lambda, \beta \in \mathbb{R}$:

$$P(Y_1 \leq \lambda | Y_0 = \beta) \geq P(Y(2)_1 \leq \lambda | Y(2)_0 = \beta).$$

**Proof.** Writing $\pi_1$ for $\pi$, $Y(1)$ for $Y$, from Roberts and Rosenthal (1999), for $i=1,2$

$$P(Y(i)_1 \leq \lambda | Y(i)_0 = \beta) = \frac{1}{\beta} \int_0^\beta \max \left\{ 0, 1 - \frac{Q_{\pi_1}(\lambda)}{Q_{\pi_1}(z)} \right\} dz. \quad (4)$$

However, (3) implies that, for all $z < \lambda$,

$$\int_z^\lambda \frac{Q_{\pi_1}(w)}{Q_{\pi_1}(w)} dw \leq \int_z^\lambda \frac{Q_{\pi_2}(w)}{Q_{\pi_2}(w)} dw$$

so that for all $z < \lambda$

$$1 - \frac{Q_{\pi_1}(\lambda)}{Q_{\pi_1}(z)} \geq 1 - \frac{Q_{\pi_2}(\lambda)}{Q_{\pi_2}(z)}.$$

Hence, the integrand in (4) for $Y(1)$ dominates that for $Y(2)$ and the result follows. $\square$

Although this is a natural way to bound the process in principle, the practical implementation of it is hampered by the fact that explicit information about $Q'/Q$ is needed, and this is unlikely to be available in real problems. A more practical construction appears in Mira et al. (2001).
4 Extensions

Various extensions of the perfect SSS are discussed in Mira et al. (2001), including a construction of upper/lower bounding processes that can be used in real applications when the target is not bounded and perfect product SSs with multiple auxiliary variables. Examples of applications are the Ising model on a two dimensional grid at the critical temperature and various other auto-models.

The perfect SSS we have presented can be easily modified into an interruptible algorithm (Fill, 1998). The advantage of Fill versus Propp and Wilson CFTP is the fact the the former is not biased if the user becomes impatient and interrupts too long runs.

A further modification of the perfect SSS allows to use the idea of read once random numbers presented in Wilson (1999). The advantage of this procedure is to speed up the implementation and to make the coding of the algorithm easier due to the fact that no bookkeeping of the random bits $\{\gamma_n\}_{n=-\infty}^{-1}$ is needed.
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